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Formal Definition of a NFA

An NFAisa 5-tuple M = (Q,%,0,q,, F)
() is the set of states

2. is the alphabet
0: Q X X, — P(Q) isthe transition function

qo € Q is the start state
F < (@ is the set of accept states

M accepts a string w if there exists a path from g, to
an accept state that can be followed by reading w.
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DFAs vs. NFAs

Deterministic
Computation

o ¢ @ ¢ @ ¢ O m @ m @ 4 @

accept or reject
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Nondeterministic
Computation
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Ways to think about
nondeterminism

* (restricted)
parallel
computation

* tree of possible
computations

e guessing and
verifying the
“right” choice




Are NFAs more powerful than DFAs?

- There exist languages which require strictly more states to
recognize with DFA than with NFA.

- Are there languages that can be recognized by an NFA and
still cannot be recognized by any DFA (with any # of states)?
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Are NFAs more powerful than DFAs?

- There exist languages which require strictly more states to
recognize with DFA than with NFA.

- Are there languages that can be recognized by an NFA and
still cannot be recognized by any DFA (with any # of states)?

Theorem: For every NFA N, there is a DFA M such that L(M) =
L(N)

Corollary: A language is regular if and only if it is recognized by
an NFA
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Equivalence of NFAs and DFAs (Proof)
Let N = (Q,%,0,q, F) bean NFA
Goal: Construct DFAM = (Q',%, 9, q,, F') recognizing L(N)

/ \ Intuition: Run all threads of N in
parallel, maintaining the set of

./1\ 1\ states where all threads are.
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Equivalence of NFAs and DFAs (Proof)

Let N = (Q,%,0,q, F) bean NFA
Goal: Construct DFAM = (Q',%, 9, q,, F') recognizing L(N)

Intuition: Run all threads of N in

parallel, maintaining the set of

states where all threads are.
More precisely:

¢ = P(Q)
5'(q',0) = q", where
q" = {q € Q|q is reachable from a state r € q’

by either reading g, or an € move}

Orinother words:  q" = U, «E(qﬂ 5(r,0) = q}
q'0o =190}, F' ={r S Q |r contains a state q € F}
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ran

ran
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Proving the Construction Works

Claim: For every string w, running M on w leads to state

{g € Q|There exists a computation
of N on input w ending at g}

Proof idea: “By construction”

More formally, by induction on |w|.
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ran

ran


NFA -> DFA Example

N¥ 5 1
q ﬁ

9. = {al
< [l}) {a it
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ran


NFA -> DFA Examp 0.1

0
NEA! —>@—>@—>

OFA

023 A



ran


Can we make the blowup in # states smaller?

Subset construction converts an n state NFA into a 2™-state
DFA

Could there be a construction that always produces, say, an
n?-state DFA?

Theorem: For everyn = 1, thereis alanguage L,, such that
1. There is an (n + 1)-state NFA recognizing L,,.

2. There is no DFA recognizing L,, with fewer than 2"
states.

Conclusion: For finite automata, nondeterminism provides an
exponential savings over determinism (in the worst case).



What does class of regular
languages look like?

- We saw that it’s a pretty robust set of

languages...
( L(NFAs) = L(DFAs)

- What about closure with respect to
natural operations?
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- Regular Operations
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An Analogy  (ean tqum..)

In algebra, we try to identify operations which are
common to many different mathematical structures

Example: TheintegersZ ={...— 2,—1,0,1,2, ... } are
closed under

* Addition:x + y

* Multiplication: x x vy

* Negation: —x

* ...but NOT Division: x / y

We'd like to investigate similar closure properties of the
class of regular languages


ran


Regular operations on Ianguages
Let A,B € X" be languages. Define

Union: A UB = {K{ xalb v x@@}

Concatenation: A o B = f XY ( xa@/%@}
s e \ SERTENY
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ran


Other operations
Let A,B € X" be languages. Define

Complement: A = fx [ Xéﬁ Fﬂy
Intersection: A N B = {x/ Aol - X@rj}@

Reverse: AR = ﬁx pee, 7N, X eﬁ}
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ran


Closure properties of the regular languages

Theorem: The class of regular languages is closed under
all three regular operations (union, concatenation, star),
as well as under complement, intersection, and reverse.

i.e., if A and B are regular, applying any of these
operations yields a regular language
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Proving Closure Properties
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Complement

Complement: A= {w |w & A}
Theorem: If A is regular, then 4 is also regular
Proof idea:
QM thc,e‘ﬂ) Hl/)j QX‘C\QQS L@C@WL nor— @(@f Hw%
M o= é\er\?
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ran


Union

Union:AUB = {w|w €A or w€ B}
Theorem: If A and B are regular, thensois AU B
Proof:

Let M, = (0, 2,5, q{,F,) beaDFA recognizing A and
M, = (042,85 q4,F5) be aDFA recognizing B

Goal: Constructa DFAM = (0, %, 5, q,, F)
that recognizes A U B
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Intersection

Intersection: A NB = {w|w €A and w € B}
Theorem: If A and B are regular, thensoisAN B
Proof:

Let M, = (0, 2,5, q{,F,) beaDFA recognizing A and
M, = (042,85 q4,F5) be aDFA recognizing B

Goal: Constructa DFAM = (0, %, 5, q,, F)
that recognizes A N B
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Intersection

Intersection: A NB = {w|w €A and w € B}
Theorem: If A and B are regular, thensoisAN B

Another Proof:

ANB=A U B
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Operations on Ianguages
Let A,B € X" be languages. Define

Union: A UB
Regular

Operations § Concatenation: A o B = {abla € A,b € B}
Star: A* = {aqa,...a,|n = 0anda; € A}

Complement: A
Intersection:A N B
Reverse: AR = {a a,..a,|a,..a; € A}

Theorem: The class of regular languages is closed under all six
of these operations
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Closure under Reverse

Theorem. The reverse of a regular language is also regular

Proof: Let L be a regular language and M be a DFA recognizing it.
Construct an NFA M' recognizing L":

e Define M’ as M with the arrows reversed. l
* Make the start state of M be the accept O
state in M.
a

* Make a new start state that goes to all O O O
accept states of M by e-transitions.
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Closure under Concatenation

Concatenation: Ao B = {ab|ae Aandb € B }

Theorem. If A and B are regular, A o B is also regular.
Proof: Given DFAs M , and M, construct NFA by

* Connecting all accept states in M , to the start state in M.

* Make all states in M, non-accepting.




Closure under Concatenation

Concatenation: Ao B = {ab|ae Aandb € B }

Theorem. If A and B are regular, A o B is also regular.
Proof: Given DFAs M , and M, construct NFA by

* Connecting all accept states in M , to the start state in M.

* Make all states in M, non-accepting.
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ran

ran

ran

ran

ran

ran

ran
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A Mystery Construction

Given DFAs M , recognizing A and M recognizing B, what does the

following NFA recognize?
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Closure under Star

Star: A" = {a,a,...a,|n = 0anda; € A}

Theorem. If A is regular, A™ is also regular.
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Closure under Star

Star: A" = {a,a,...a,|n = 0anda; € A}

Theorem. If A is regular, A™ is also regular.
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